Logical equivalences

	Number
	Logical Statement
	Name

	1. 
	((p ( p
	Double Negation

	2. 
	(p(q) ( (q(p)

(p(q) ( (q(p)
(p(q) ( (q(p)
	Commutative laws


	3. 
	[(p(q) (r] ( [p((q(r)]
[(p(q) (r] ( [p( (q(r)]
	Associative laws

	4. 
	[p((q(r)] ( [(p(q) ((p(r)] 

[p( (q(r)] ( [(p(q) ( (p(r)
	Distributive laws

	5. 
	(p(p) ( p
(p(p) ( p
	Idempotent laws

	6. 
	(p(0) ( p

(p(1) ( 1
(p(0) ( 0
(p(1) ( p

(p((p) ( 1


(p((p) ( 0
	Identity laws


	7. 
	( (p(q) ( ((p((q)

 ( (p(q) ( ((p((q)
(p(q) ( (((p((q)
(p(q) ( (((p((q)
	DeMorgan laws


	8. 
	p ((p(q) ( p

p ( (¬p(q) ( (p ( q)
	Two variable theorem

	9. 
	(p(q) ( ((q ( (p)
	Contrapositive

	10. 
	(p(q) ( ((p(q) 
(p(q) ( ((p((q)
	Implication

	11. 
	(p(q) ( ((p(q)
(p(q) ( ((p((q)
	

	12. 
	[(p(r) ((q(r)] ( [(p( q)(r]

[(p(q) ((p(r)] ( [p((q(r)]
	

	13. 
	(p(q) ([(p ( q) ( (q ( p)]
	Equivalence

	14. 
	[(p(q) ( r] ( [p ( (q ( r)]
	Exportation law

	15. 
	(p ( q) ( [(p ( (q ) ( 0]
	Reduction ad absurdum

	16. 
	p ( (p(q)
	Addition

	17. 
	(p(q) ( p
	Simplification

	18. 
	(p ( 0) ( (p
	Absurdity

	19. 
	[p((p ( q)] ( q
	Modus Ponens

	20. 
	[(p ( q)((q] ( (p
	Modus Tollens

	21. 
	[(p(q)( (p] ( q
	Disjunctive Syllogism

	22. 
	p ( [q ( (p(q)]
	

	23. 
	[(p( q)((q ( r)] ( (p ( r)
	Transitivity of (

	24. 
	[(p ( q)((q ( r)] ( (p ( r)
	transitivity of ( or hypothetical syllogism

	25. 
	(p ( q) ( [(p(r) ( (q(r)]

(p ( q) ( [(p(r) ( (q(r)]

(p ( q) ( [(q ( r) ( (p ( r)]


	

	26. 
	[(p ( q)((r ( s)] ( [(p(r) ( (q(s)]

[(p ( q) (r ( s)] ( [(p(r) ( (q(s)]


	Constructive Dilemma

	27. 
	[(p ( q)((r ( s)] ( [((q( (s) ( ((p( (r)]


[(p ( q)((r ( s)] ( [((q( (s) ( ((p( (r)]
	Destructive dilemmas


Example 1. Prove DeMorgan’s Theorem 

Proof: 

Left Hand Side:
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Right Hand Side:
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LHS = RHS, hence DeMorgans theorem holds □
 

K-Maps

K-Maps were invented by Maurice Karnaugh in 1953, as a means of visually simplifying Boolean expression. The K-Map is essentially a matrix that represents the output values of a Boolean function. The output values placed in the location within the matrix that represents the appropriate minterm of the Boolean function.

A minterm is a product term that contains all of the function’s variables exactly once, either complemented or not complemented.

K-Map Simplification

The rules of simplifying K-Maps are specified below:

1. Groupings can contain only 1s; no 0s.

2. Groups can be formed only at right angles; diagonal groups are not allowed.

3. The number of 1s in a group must be a power of 2 – even if it contains a single 1.

4. The groups must be made as large as possible.

5. Groups can overlap and wrap around the sides of the K-Map.

Example 2. Using K-Maps, simplify the following expression: 
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Example 3. Simplify the same expression using the rules of simplification. 
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[Distributive Property]


[image: image29.wmf])

(

)

(

C

B

D

C

A

D

B

+

+

+

·

·





[Two Variable Theorem]
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[Distributive Property]
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[Distributive Property]
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[Two Variable Theorem]
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[Distributive Property]
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[Distributive Property]
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[Identity Theorem]
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[Identity Theorem]
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[Commutative Theorem]
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[Two Variable Theorem]

D






[Two Variable Theorem]


The expression obtained by converting all minterms in the K-Map into the constituent Boolean function representation is said to be the Sum of Products form of the Boolean function. 

Note: that the minterms are separated by ‘+’

An alternative representation is the Products of Sum form, in which the elements are represented by maxterms.

Converting SOP to POS

1. Represent the SOP expression in a K-Map.

2. Instead of simplifying the K-Map based on 1’s, simplify the expression based on 0’s

3. Complement the simplified expression to obtain the POS expression.

Example 4

Convert the following expression into product of sum form:
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Sample Proofs

Example 5

Prove that 3 does not divide n2 – 2 for integers n > 1.

Proof:

Any number n that is not divisible by 3, can be expressed in the form n = 3k + r, where r = 0, 1, 2.  

Then n2 – 2 
= 
(3k+r)2 - 2

=
9k2 + 6rk + r2 – 2

The 9k2 + 6rk is divisible by 3, hence the problem reduces to proving that: 

r2 – 2 is not divisible by 3
-
(*)

Prove for the three possible values of r = 0, 1,2.

Since r2 is either –2, –1, or 2 for r = 0, 1, 2, then (*) is satisfied, hence.

For integers n > 1, n2 – 2 is not divisible by 3. □ 

Example 6.

Given that m, n ( (, prove that if m + n  > 73, then m > 37 or n > 37.

Proof.

Prove the contrapositive, i.e., 

¬ (m > 37 or n > 37) ( ¬(m + n > 73).

¬ (m > 37) and ¬ (n > 37) ( ¬(m + n > 73)


DeMorgans Theorem


(m < 36) and (n < 36) ( (m + n < 72)  


Basic Arithmetic


By the general property of inequalities,

(a < c) and (b < d) ( ((a + b) < (c + d)) for all real numbers a, b, c, d. 

Hence the contrapositive is true. □

Example 7.

For every n ( (, n3 + n is even.  

Proof:

Proof by cases:

Case (1). If n is even.  Then:

n = 2k for some k ( (



n3 + n = 8k3  + 2K = 2(4k3 + k), which is even.

Case (2). If n is odd, then:

n = 2k + 1 for some k ( (
n3 + n = (8k3 + 12k2 + 6k + 1) + (2k + 1) = 2(4k3 + 6k2 + 4k + 1), which is even

For every n ( (, n3 + n is even □

Alternative Proof:

 Given n ( (,  n3 + n = n(n2 + 1).  

Case (1)
If n is even, then n(n2 + 1) is even.  

Case (2) 
If n is odd, then:

n2 is odd (self exercise).  



If n2 is odd, then n2 + 1 is even 

Hence n(n2 + 1) is even.

For every n ( (, n3 + n is even □

Example 8

Prove or disprove the following statements:

(a) The sum of three consecutive integers is divisible by 3.

(b) The sum of four consecutive integers is divisible by 4

(c) The sum of five consecutive integers is divisible by 5.

(a) True (by direct proof). 

Let the integers be n, n + 1 and n + 2.  

The sum is 3n + 3 = 3(n + 1). 

Hence 

The sum of three consecutive integers is divisible by 3 □

(b) False. Proof by contradiction. Show a case in which the statement is false.

(c) True (by direct proof) 

n + (n + 1) + (n + 2) + (n + 3) + (n + 4) = 5n + 10.  

Alternatively, (n – 2) + (n – 1) + n + (n + 1) + (n + 2) = 5n.  

The sum of five consecutive integers is divisible by 5 □

Example 9

Formally prove ¬s, given the following hypothesis:

1. (s(g) ( p

2. (a

3. p ( a

Proof:


4. s ( (s(g)




Tautology


5. s ( p




4,1, Hypothetical Syllogism


6. s ( a




5, 3, Hypothetical Syllogism


7. (s





6,2, Modus Tollens


Example 10.

Given:


1. A ( P 

2. A ((B

Prove, P ( (B

Proof

1. A ((B
hypothesis

2. A

1; Simplification 

3. A ( P
hypothesis

4. P

2,3; modus ponens

5. (B

1; Simplification 

6. P ( (B
4,5; Conjunction

Example 11

Given that we observe C and observe that A implies C.  Does this mean that if A were false, then C would be false too, and since C is not false, A must be true.  

Is this argument valid?

Proof

The argument is not valid, since the hypotheses are true if C is true and A is false.  

The error is in treating A ( C and (A ( (C as if they were equivalent.

Example 12

Convert the following argument into logical notation and formally prove the given statement.

· If I get the job and work hard, then I will get promoted

· If I get promoted, then I will be happy

· I will not be happy

Prove that 

“Either I will not get the job or I will not work hard.” 

Proof

Let 

· j := “I get the job,” 

· w:= “I work hard,” 

· p:= “I get promoted,” 

· h:= “I will be happy.”  

To  prove that 

(j ( (w.

1. (j(w) ( p 

hypothesis

2. p ( h

hypothesis

3. (h


hypothesis

4. (p


2,3; modus tollens 

5. ((j(w)

1,4; modus tollens 

6. (j ( (w

5; DeMorgan law 

Given the hypothesis, either I will not get the job or I will not work hard □
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