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We report the first measurement of the average of the electron-proton and positron-proton elastic
scattering cross sections. This lepton charge-averaged cross section is insensitive to the leading
e↵ects of hard two-photon exchange, giving more robust access to the proton’s electromagnetic
form factors. The cross section was extracted from data taken by the OLYMPUS experiment at
DESY, in which alternating stored electron and positron beams were scattered from a windowless
gaseous hydrogen target. Elastic scattering events were identified from the coincident detection of
the scattered lepton and recoil proton in a large-acceptance toroidal spectrometer. The luminosity
was determined from the rates of Møller, Bhabha and elastic scattering in forward electromagnetic
calorimeters. The data provide some selectivity between existing form factor global fits and will
provide valuable constraints to future fits.

Precise determination of the proton form factors is crit-
ical for the understanding of the proton internal dynam-
ics, giving direct access to the distribution of charge and
magnetization in the nucleus. They are touchstones for
the verification of theoretical descriptions and computa-
tional approaches. For large Q2, the progress in precision
measurements are hampered by the unresolved discrep-
ancy between measurements of the proton’s elastic form
factor ratio, µpG

p
E/G

p
M , using polarization techniques [1–

8], and those obtained using the traditional Rosenbluth
technique in unpolarized cross section measurements [9–
14].

One hypothesis for the cause of this discrepancy is a
contribution to the cross section from hard two-photon
exchange (TPE), which is not included in standard ra-
diative corrections and would a↵ect the two measurement
techniques di↵erently [15–20].

Standard radiative correction prescriptions account for
two-photon exchange only in the soft limit, in which one
photon carries negligible momentum [21, 22]. There is no
model-independent formalism for calculating hard TPE.
Some model-dependent calculations suggest that TPE is
responsible for the form factor discrepancy [17–20] while
others contradict that finding [23, 24]. The current status

is

Should this be A. Schmidt et al.? Or would it look odd if JCB is second, inbetween the students? 
Or should it be a Schmidt, Bernauer, and alphabetical for all others? At one point it was decided 
to put O. Ates into the alphabetical list (which I agree with).



2

of the recent experimental and theoretical progress on
two-photon exchange is summarized in Ref. [25].

While most models predict negligible e↵ects of hard
two-photon exchange on measurements using polariza-
tion, such measurements can only extract the form fac-
tor ratio. A separation of GE and GM requires absolute
measurements of the lepton-proton cross section, which
are a↵ected by hard TPE. To leading order, TPE e↵ects
depend on the charge-sign of the lepton. Therefore, a
charge-averaged cross section is far less sensitive to TPE.
We report here on the first precision determination of a
charge-averaged cross section of e± � p scattering.

OLYMPUS’s main goal was to measure the ratio of
the cross sections for positron-proton and electron-proton
scattering, a quantity which gives direct access to the
two-photon exchange correction. OLYMPUS was opti-
mized for this purpose, and the results are published in
Ref. [26]. However, careful further analysis allowed us
to extract charge-averaged cross sections. They cover an
interesting kinematical region, where existing form fac-
tor fits show a turn-over behavior for GM , and where
the existing data for e�p scattering is somewhat lacking,
leading to large model uncertainties.

Only a brief overview of the OLYMPUS experiment is
given here, and we refer to [27] for a detailed description
of the detector. OLYMPUS was the last experiment to
take data at the DORIS electron/positron storage ring
at DESY, Hamburg, Germany. In total, an integrated
luminosity of 4.5 fb�1 was collected. The 2.01 GeV stored
beams with up to 65 mA of current passed through an
internal, unpolarized hydrogen gas target with an areal
density of approximately 3 ⇥ 1015 atoms/cm2 [28]. The
accelerator magnet power supplies were modified to allow
the daily change of beam species.

The main detector, a toroidal magnetic spectrome-
ter, was based on the former MIT-Bates BLAST detec-
tor [29], with the two horizontal sections instrumented
with large acceptance (20� < ✓ < 80�, �15� < � < 15�)
drift chambers (DC) for 3D particle tracking and walls
of time-of-flight scintillator bars (ToF) for triggering and
particle identification. The left-right symmetry of the
detector system was used as a cross-check in the anal-
ysis. The data presented here were collected entirely
with positive-tracks-outbending toroid polarity in order
to suppress background rates in the DC, so that low-
energy electrons were bent back to the beam axis and
away from the detectors.

Two new detector systems were designed and built
to monitor the luminosity. These were symmetric
Møller/Bhabha calorimeters (SYMB) at 1.29� [30] and
two telescopes of three triple gas electron multiplier
(GEM) detectors [31] interleaved with three multi-wire
proportional chambers (MWPC) mounted at 12�.

The trigger system selected candidate events that re-
sulted from a lepton and proton detected in coincidence
in opposite sectors. The data were acquired and stored

via the CBELSA/TAPS data acquisition system [32].
The positions of all detector elements were determined

via optical surveys and the magnetic field was mapped
in-situ throughout the complete tracking volume [33].
Acceptances, radiative corrections and e�ciencies were

accounted for via a sophisticated Monte Carlo (MC) sim-
ulation, which matched the measured time-dependence
of the beam current and position, rigorously treating
the correlations between e↵ects. The MC simulation
used a radiative event generator developed specifically
for OLYMPUS [34, 35]. This generator produced lepton-
proton events weighted by several di↵erent radiative cross
section models. In this letter, we present the results fol-
lowing the Maximon-Tjon [22] prescription. Higher order
radiative corrections are taken into account through ex-
ponentiation.
Particle trajectories and energy losses were simulated

using Geant4, with custom digitization routines to pro-
duce output identical in format to actual measured data.
This step included e�ciency and resolution simulations
whose parameters were determined from data. Both the
simulated and the real data were then analyzed with iden-
tical software.
Track reconstruction used a fast hierarchical pattern

matching algorithm to identify track candidates. Initial
track parameters were then determined via two distinct
track fit algorithms.
Particle identification was achieved by a combina-

tion of track curvature direction, indicating the parti-
cle charge, and the correlation between momentum and
time-of-flight to cleanly separate positrons from protons.
The e�ciency of the drift chambers was determined

by performing track reconstruction without considering
one of the drift chamber super-layers and then consid-
ering whether or not hits were present in the ignored
super-layer. This technique was used to develop highly
granular e�ciency maps of each drift cell. These maps
were used directly in the detector simulation. While the
majority of the drift cells had e�ciency > 95%, several
had reduced e�ciency, likely because of high discrimina-
tor thresholds. These ine�cient cells had only a small
e↵ect on the overall tracking e�ciency because of the re-
dundancy of the six superlayers.
The e�ciency of the time-of-flight scintillators was as-

sessed using the combination of cosmic ray studies, data
taken with a prescaled e�ciency trigger, and Geant4 sim-
ulation. The e�ciency was greater than 99% for protons
and greater than 97% for electrons. The ToF e�ciency
model was also implemented in the OLYMPUS simula-
tion.
The track reconstruction e�ciency was assessed by

selecting elastically recoiling protons in one sector and
looking for the corresponding scattered lepton in the
other sector. Within the precision of the study, there
was no indication of ine�ciency beyond that caused by
ToF and drift chamber ine�ciencies. A normalization
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systematic uncertainty of 2% was estimated for any pos-
sible di↵erence between the simulated elastic e�ciency
and that of the experimental data, while a 1% normaliza-
tion uncertainty was assessed for any possible di↵erence
in the track reconstruction performance on simulated ver-
sus experimental data.

Four independent elastic event selection routines were
developed [34–37], which allowed us to assess the degree
of event-selection bias. While the four approaches dif-
fer in detail, they all exploit the fact that for a coin-
cidence measurement of elastic scattering the kinemat-
ics are over-determined and that selection cuts on the
self-consistency of the kinematics can be used to sup-
press inelastic background. The four analyses found sim-
ilar levels of background for both lepton species, vary-
ing from negligibly small at low Q2 to ⇡ 20% at high
Q2. This background was subtracted and the statistical
uncertainty associated with this subtraction was propa-
gated to the final result. Fig. 1 shows an example of the
background fit for one of the highest Q2 bins, where the
background contribution was largest.
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FIG. 1. Background was estimated and subtracted in Ref. [35]
using fits to the sidebands of the distribution of the di↵erence
in azimuth of lepton (�L) and proton (�R) track pairs after
all other elastic event selection criteria were applied. The
background was largest at high-Q2, as shown here, with little
di↵erence between e� and e+ modes.

The total recorded data were screened for optimal run-
ning conditions, and a subset corresponding to 3.1 fb�1

of integrated luminosity was selected for the results pre-
sented here.

OLYMPUS was optimized for a measurement of the
cross section ratio between the two beam species, and
therefore it employed three independent systems to deter-
mine relative luminosity: from the elastic rate in the two
12� telescopes, the Møller/BhaBha rate in the SYMB,
and from the beam current and target density recorded
by the slow control system. For an absolute measurement
of the luminosity, none of the systems is optimal:

• Fundamentally, the 12� telescopes measure the

same process as the main spectrometer and can
therefore not give an absolute measurement. It
could however extend the Q2 range of the measure-
ment, so that a di↵erent determination of the cross
section at this smaller value, (for example, from
a fit) would give the normalization and then an
quasi-absolute cross section for the remaining data
points. However, the 12� telescope acceptance and
absolute e�ciency is not known well enough to pro-
duce a sensible result. The data point is therefore
completely omitted here.

• The slow control system could, in principle, give
an absolute normalization. However, uncertainties
from the target temperature, which a↵ects the den-
sity, as well as the absolute calibration of the beam
current could not be quantified with a reliable error
estimate.

• The most robust SYMB analysis made use of multi-
interaction events, in which a symmetric Møller or
Bhabha event occurred in the same bunch as an
unrelated forward-scattering elastic ep event. This
method takes advantage of the cancellation of many
systematic e↵ects when determining the relative lu-
minosity between beam species. However, these
e↵ects do not cancel in the determination of the
absolute luminosity, resulting in an uncertainty of
7%.

We note that the results of the SYMB and slow control
di↵er only by about 1%.
We report the average of the cross sections determined

by the four independent analyses. We further use the
variance between the analyses to estimate some of the
systematic uncertainties. To separate point-to-point and
normalization uncertainties, we fit normalization con-
stants to the results of each of the four analyses, and
minimize the di↵erence to the average. We use the re-
maining variance to estimate the point-to-point system-
atic uncertainty from event-selection bias, with the vari-
ation between constants used to assess the contribution
to the normalization uncertainty (1.5%). The system-
atic di↵erence between cross sections determined from
the lepton-left/proton-right versus proton-right/lepton-
left topologies to assess the systematic uncertainty from
mis-modeling of the detector acceptance (0.7%). In total,
we achieve a global normalization uncertainty of 7.5%,
dominated by the luminosity uncertainty. Table I gives
an overview.
The OLYMPUS determination of the charge-average

cross section, as a function of ✏ and Q2 is provided in Ta-
ble II. A comparison of our results with a selection of fits
is shown in Fig. 2. The fits presented here use di↵erent
methods to minimize the influence of TPE on the ex-
tracted form factors. All use both Rosenbluth as well as
polarized data in their fits, and assume that the influence
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TABLE I. Contributions to the systematic uncertainty in the
global normalization

Source Uncertainty in the normalization

Luminosity 7.0%

E�ciency 2.0%

Event Selection 1.5%

Track Reconstruction 1.0%

Detector Acceptance 0.7%

Total 7.5%
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FIG. 2. The data for the charge-average cross section as a
function of Q2, in comparison with a series of predictions
from form factor fits [28, 38, 39]. The Bernauer [40] pre-
diction is shown with statistical (inner band) and model de-
pendency systematical error (added linear to statistical error,
outer band). As can be deducted from the width of the bands
and the di↵erence in the models, the existing data in this
range cannot constrain the models very well.

of TPE on the ratio extracted from polarized data is min-
imal. Kelly [41] omits GE results for Q2 > 1 (GeV/c)2

and relies on ratio determinations from polarized exper-
iments and GM values extracted from e�-p scattering,
but does not correct them for hard TPE e↵ects. While
the e↵ect of TPE on the extraction is small compared
to the e↵ect on GE at these Q2, it is not clear a priori

how large the e↵ect is, and how the uncorrected data
at smaller Q2 a↵ect the high-Q2 behavior. Arrington 03
[42] uses a phenomenological correction to the cross sec-
tions with a linear dependence in ✏ and fixed scale of 6%.
Arrington 07 [39] uses theoretical TPE calculations and
complements them for data points > 1 (GeV/c)2 with
an ad-hoc additional e↵ect, linear in ✏ and with a scale
with logarithmic dependence. Bernauer [28] uses a two-
parameter phenomenological model, a combination of the
Feshbach correction, valid at Q2 = 0, and a linear model
with logarithmic scaling in Q2, applied to data at all Q2,
fitting form factor parameters and TPE parameters to-
gether.

The data presented here connect the well-constrained

region below 1 (GeV/c)2 with the region between 1 and
2 (GeV/c)2 where TPE e↵ects are more prominent. The
fit by Bernauer preferred a strong cusp-like structure in
GM around 1.3 (GeV/c)2, while the other, less flexible,
fits, have a smoother transition. The data seem to be
in better agreement with the latter, but a more detailed
study of the e↵ects of the new data set on form factor
fits must follow.

�0.15

�0.1

�0.05

0

0.5 1 1.5 2

A
p
p
r
o
x
i
m

a
t
e

R
C

(
�

M
C

/�
B

o
r
n

-
1
)

Q2 [GeV/c ]2

e� only

e+ only

e� + e+

FIG. 3. The approximate radiative correction, estimated by
taking the ratio of the simulated cross sections with and with-
out the inclusion of radiative e↵ects. The charge-odd contri-
bution is a sizeable fraction of the total at high Q2.

The advantage of the charge-averaging technique is il-
lustrated in Fig. 3, which shows the approximate radia-
tive correction for the e�, e+, and charge-averaged cross
sections, as a function Q2. These corrections were esti-
mated by comparing the simulated cross sections with
and without radiative e↵ects, and so also include the
convolution of the e↵ects detector acceptance, e�ciency,
and resolution. However, the estimates make clear that
the charge-odd radiative e↵ects grow to become a siz-
able fraction of the total at higher Q2. In forming the
charge-average cross section, all of the charge-odd radia-
tive e↵ects are suppressed, not only hard TPE, making
the cross section extraction less sensitive to uncertainties
in the radiative corrections prescription.
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TABLE II. Cross sections measured by OLYMPUS, using the exponentiated Maximon and Tjon radiative corrections prescrip-
tion. Uncertainties are statistical and point-to-point systematic. There is a further 7.5% normalization uncertainty that is
common to all data points.

hQ2i [GeV2/c2] h✏i �e�p/std. dipole �e+p/std. dipole Avg. �ep/std. dipole

0.624 0.898 1.0140± 0.0013± 0.0027 1.0097± 0.0013± 0.0031 1.0119± 0.0013± 0.0035

0.674 0.887 1.0155± 0.0015± 0.0032 1.0076± 0.0015± 0.0025 1.0116± 0.0015± 0.0050

0.724 0.876 1.0236± 0.0017± 0.0017 1.0169± 0.0016± 0.0033 1.0202± 0.0017± 0.0043

0.774 0.865 1.0361± 0.0019± 0.0008 1.0287± 0.0019± 0.0018 1.0324± 0.0019± 0.0042

0.824 0.853 1.0475± 0.0022± 0.0035 1.0397± 0.0021± 0.0015 1.0436± 0.0021± 0.0049

0.874 0.841 1.0496± 0.0024± 0.0025 1.0451± 0.0023± 0.0016 1.0473± 0.0024± 0.0031

0.924 0.829 1.0473± 0.0027± 0.0019 1.0443± 0.0026± 0.0031 1.0458± 0.0026± 0.0028

0.974 0.816 1.0545± 0.0030± 0.0030 1.0547± 0.0029± 0.0045 1.0546± 0.0029± 0.0035

1.024 0.803 1.0622± 0.0034± 0.0037 1.0591± 0.0032± 0.0044 1.0606± 0.0033± 0.0041

1.074 0.789 1.0600± 0.0037± 0.0044 1.0553± 0.0035± 0.0011 1.0576± 0.0036± 0.0039

1.124 0.775 1.0619± 0.0041± 0.0031 1.0577± 0.0039± 0.0034 1.0598± 0.0040± 0.0038

1.174 0.761 1.0653± 0.0045± 0.0026 1.0663± 0.0043± 0.0035 1.0658± 0.0044± 0.0029

1.246 0.739 1.0729± 0.0037± 0.0028 1.0730± 0.0035± 0.0034 1.0729± 0.0036± 0.0029

1.347 0.708 1.0769± 0.0045± 0.0033 1.0743± 0.0042± 0.0016 1.0756± 0.0043± 0.0028

1.447 0.676 1.0976± 0.0054± 0.0016 1.0864± 0.0050± 0.0032 1.0920± 0.0052± 0.0064

1.568 0.635 1.0944± 0.0055± 0.0035 1.1058± 0.0050± 0.0052 1.1001± 0.0053± 0.0073

1.718 0.581 1.1125± 0.0070± 0.0064 1.1160± 0.0065± 0.0027 1.1142± 0.0067± 0.0049

1.868 0.524 1.1325± 0.0089± 0.0098 1.1338± 0.0083± 0.0018 1.1331± 0.0086± 0.0066

2.038 0.456 1.1326± 0.0103± 0.0084 1.1500± 0.0097± 0.0128 1.1413± 0.0100± 0.0137
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