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F.E. Maasa, D. Rodŕıguez Piñeiroa

aJohannes Gutenberg-Universität, Mainz, Germany
bMassachusetts Institute of Technology, Cambridge, MA, USA

cHampton University, Hampton, VA, USA

Abstract

Precise luminosity measurements for the OLYMPUS two-photon exchange experiment at DESY were
performed by counting scattering events with alternating beams of electrons and positrons incident on
atomic electrons in a gaseous hydrogen target. Final products of Møller, Bhabha, and pair annihilation
interactions were observed using a pair of lead fluoride (PbF2) Cherenkov calorimeters with custom housings
and electronics, adapted from a system used by the A4 parity violation experiment at MAMI. This paper
describes the design, calibration, and operation of these detectors. An explanation of the Monte Carlo
methods used to simulate the physical processes involved both at the scattering vertices and in the detector
apparatus is also included.
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1. Introduction1

1.1. Purpose2

A significant discrepancy persists between the re-3

sults of two classes of experiments that have mea-4

sured the ratio of proton form factors, GE/GM [1].5

The gap between data from polarization-transfer6

experiments and those from analyses using Rosen-7

bluth separation could be due in part to contribu-8

tions from two-photon exchange. Observable effects9

of this proposed explanation have been modeled10

in various ways [2] and a precise measurement is11

needed to select among the published theories. The12

OLYMPUS experiment [3] aims to quantify two-13

photon exchange over a range of four-momentum14

transfer of 0.4 GeV2/c2 < Q2 < 2.2 GeV2/c215

through a measurement of the ratio of electron-16

proton to positron-proton elastic scattering cross17

sections with a total uncertainty of less then 1%.18
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Installed at the DORIS storage ring at DESY,19

OLYMPUS collected data with a circulated20

2.01 GeV lepton beam (alternating about daily21

between electrons and positrons) incident on a22

gaseous hydrogen target. Kinematics were over-23

constrained by coincident detection of the scat-24

tered lepton and the recoiling proton in a large-25

acceptance spectrometer inheriting from that used26

in the BLAST experiment at MIT-Bates [4]. Cru-27

cial to achieving the desired accuracy of the results28

is a precise measurement of the luminosity. While29

precision on an absolute scale is always desirable,30

for a result that relies on a ratio it is the precision31

of the relative luminosity measurement throughout32

the data-taking period that is of prime concern.33

To this end, multiple subsystems were used34

to make complementary luminosity determinations35

based on distinct physical signals. First, slow con-36

trol software provided a quick estimate based on37

the temperature of the target cell, the flow rate of38

hydrogen into the cell, and the beam current. Sec-39

ond, small-acceptance tracking detectors at polar40

scattering angles of about 12◦ were used to count41

events in that region, where the lepton-proton elas-42

tic scattering cross-section is higher than in the43
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spectrometer and where two-photon exchange ef-44

fects are believed by some to be negligible. Fi-45

nally, interactions between the beam and atomic46

electrons in the target were monitored with a pair47

of Cherenkov calorimeters placed about 3 m down-48

stream of the target center at the symmetric Møller49

scattering angle, that is, the polar scattering angle50

in the lab frame common to both outgoing electrons51

when they have the same energy. For a beam en-52

ergy of 2 GeV incident on a stationary target, this53

is 1.29◦.54

This paper describes the design and opera-55

tion of these “Symmetric Møller/Bhabha” (SYMB)56

calorimeters. They were built to handle an accepted57

rate of e±–e− interactions (with products detected58

in coincidence) of typically 5 kHz. As such, the as-59

sociated electronics were required to function con-60

tinuously with effectively no dead time. The choice61

of detector material needed to be sufficiently radia-62

tion hard to maintain consistent performance levels63

while absorbing a significant dose of high-energy64

particles, while also providing a fast physical re-65

sponse allowing for signal collection at a kilohertz66

rate. These considerations lead to the use of PbF267

crystals, in which energetic charged particles pro-68

duce Cherenkov light with no scintillation compo-69

nent. Photomultiplier tubes gathered the light from70

each detector. Their output was passed through71

analog-to-digital converters and recorded on 8-bit72

by 8-bit two-dimensional histogramming cards.73

1.2. Theoretical considerations74

Three elastic processes contributed to the ob-75

served physical signal: Møller scattering (e−e− →76

e−e−), Bhabha scattering (e+e− → e+e−), and77

pair annihilation (e+e− → γγ). All three are pure78

quantum electrodynamic processes whose cross sec-79

tions can be exactly calculated. Next-to-leading or-80

der corrections [5], including corrections due to ra-81

diative final states, were accounted for in the analy-82

sis by means of Monte Carlo simulation. The simple83

nature of these quantum interactions, along with84

the high acceptance-integrated cross-sections rela-85

tive to those of elastic e±–p scattering, provided86

an opportunity for very precise luminosity measure-87

ments at OLYMPUS.88

2. Design89

Two identical SYMB detectors were built in90

Mainz, one for each “sector” of OLYMPUS (the left91

Fig. 1: Symmetric Møller/Bhabha luminosity mon-
itors at OLYMPUS. Large red arrow indicates the
beam direction; small red arrows indicate typical
paths of SYMB interaction products.

and right sides, from the beam’s perspective). Each92

detector consisted of a 3×3 array of lead fluoride93

(PbF2) crystals placed inside a mu-metal box along94

with a photomultiplier tube (PMT) for each crys-95

tal and voltage dividers. Just outside the box, on96

the side facing the target, a lead collimator was in-97

stalled. All components were fastened to a support98

table that allowed them to be moved away from the99

beam line in a controlled way in order to avoid radi-100

ation damage during DORIS injections. They could101

then be precisely returned back to their original po-102

sitions. Fig. 1 shows the final accommodation of the103

SYMB detectors in the OLYMPUS apparatus, with104

each collimator’s aperture centered at 1.29◦ to the105

beam line about 3 m from the target center.106

2.1. Lead fluoride crystals107

All crystals used in the detectors were provided108

by the A4 collaboration at MAMI in Mainz [6]. The109

lengths of the crystals, shown in Fig. 2, varied from110

150.0 mm to 185.4 mm, each tapered slightly from111

its front (upstream) face to its back (downstream)112

face. These faces were trapezoids, with an area of ∼113

670 mm2 for the front and ∼ 900 mm2 for the back.114

Given lead fluoride’s radiation length of 9.34 mm115

and Molière radius of 21.24 mm [7], such dimensions116

are sufficient for a 3×3 array to contain more than117

95% of the energy of an electromagnetic cascade [8].118

OLYMPUS was designed with an integrated lu-119

minosity goal of 4 fb−1. Integrating over the region120

allowed by the collimator aperture, the accepted121
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Fig. 2: PbF2 crystals before detector assembly.

cross section was expected to be less than 50 nb122

for each SYMB process. With less than 1 GeV de-123

posited in each central crystal per event, and given124

the size and density of the crystals, the total ab-125

sorbed dose due to signal events over the course of126

the experiment was estimated to be no greater than127

25 Gy. Allowing for some additional ionizing radi-128

ation from other sources, this was still considered129

safe, as even 100 Gy would be likely to cause only130

minor damage to the transmittance of the crystals131

[9].132

Since lead fluoride is a pure Cherenkov material133

with no slow component in its light output, it has134

a fast response time of ∼5 ns. Each crystal was135

wrapped with Millipore paper (Immobilon-P) to136

improve internal reflection at the faces, then glued137

to a PMT (Philips XP2900/01). The custom-made138

PMT bases were actively stabilized to handle parti-139

cle rates up to several MHz without any change in140

gain [10]. The completed arrays were tightly bound141

together by foil and tape (Fig. 3).142

2.2. Collimator143

Beam halo and bremsstrahlung prompted the144

use a lead brick collimator shielding the front145

of each detector. The collimator’s dimen-146

sions, 200 mm×100 mm×120 mm, were opti-147

mized using Monte Carlo simulation studies of the148

bremsstrahlung background from the beam pipe.149

A cylindrical aperture through the brick,150

20.5 mm in diameter, was aligned to be coaxial with151

the long axis of the central crystal in the array. The152

thickness of 100 mm was sufficient to absorb all the153

energy of a 1 GeV lepton or photon incident on154

Fig. 3: Fully assembled crystal array with PMTs.

Fig. 4: Collimators in situ. Photo taken during final
alignment, some survey equipment pictured atop
collimators.

the face of the brick, except when the subsequent155

shower produced secondaries that escaped through156

the interior face of the collimator aperture. (Events157

of the latter kind were counted as part of our signal158

if they passed energy distribution cuts; see Sec. 4.)159

Collimators were constructed out of two pieces: the160

main bulk of the brick, and a small insert piece con-161

sisting of the aperture and a small region of lead162

surrounding it. This approach was chosen so that163

the dimensions of the aperture could be decreased164

by using a different insert if the background rate165

was found to be too high.166

2.3. Mu-metal box and driving unit167

OLYMPUS used eight copper coils to generate a168

toroidal field of about 0.28 T in the region of the169
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Fig. 5: SYMB table, rails, and driving unit dur-
ing assembly at the mechanical workshop at Mainz
University (IKPH).

tracking detectors. As a result, a non-uniform field170

on the order of 10−3 T existed in the region SYMB171

products passed through to reach the calorimeters.172

Due to the limited space available at the desired173

position relative to the target, shielding the crystals174

and PMTs from the magnetic field was a challenge.175

The solution was to house each crystal array, along176

with associated PMTs and voltage dividers, within177

a mu-metal box. Simulations demonstrated that a178

thickness of 3 mm provided sufficient shielding.179

The SYMB apparatus tables featured an accu-180

rate, remotely driven rail system that allowed the181

boxes to move between “measurement position”182

at 1.29◦ from the beam axis and “parking posi-183

tion” further away from the beam pipe. Extra lead184

shielding was placed around the parking position185

to prevent radiation from entering the calorime-186

ter through the collimator aperture. A mini board187

from Arduino was connected to a nearby com-188

puter’s USB port to serve as the drive controller189

[11]. The rail system and driving motor are de-190

picted in Fig. 5.191

2.4. Gain monitor system192

A light pulser system can be used to calibrate193

and monitor the gain of a PMT. This approach was194

found suitable for the SYMB detectors as a means195

to monitor whether any of the outer crystals’ PMTs196

ever stopped functioning. For this purpose, an LED197

light source was tested at Mainz University [12] us-198

ing the mechanical parts shown in Fig. 6. This199

Fig. 6: Light source and cylindrical plastic diffusor
tested at Mainz University (IKPH).

gain monitoring system was used throughout the200

OLYMPUS data-taking period.201

2.5. Data acquisition electronics202

Electronics from the A4 experiment [13] were203

adapted for the OLYMPUS SYMB readout to al-204

low for fast analog summation of the nine crystals205

in an array with subsequent digitization and his-206

togramming [14]. The system had an overall dead207

time of 20 ns, allowing for a histogramming rate of208

50 MHz, well above the signal rate.209

The signal handling is shown in Fig. 7. First,210

the nine analog signals (one from each crystal in a211

sector) are fanned out so that they can be sent to212

both a sum builder and a “Local Maximum” (LM)213

veto. The veto accepts an event only if the central214

crystal in the array had a signal with the highest215

amplitude, i.e., contained the center of the electro-216

magnetic shower. The sum of all nine signals is split217

and passed through a constant fraction discrimina-218

tor (CFD) to three different Analog-to-Digital Con-219

verter (ADC) cards, operated in Left Master, Right220

Master, and Coincidence modes simultaneously. In221

the first two modes, the named sector is treated as222

the Master and the opposite sector as the Slave:223

any signal in the Master detector that passes the224

Master LM veto and exceeds the CFD threshold is225

recorded, regardless of what is seen in the Slave sec-226

tor. In coincidence mode, both sectors are required227

to have synchronous above-threshold signals and to228

pass their own LM veto. In this way the LM veto229

and CFD threshold provide conditions for a trigger,230
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Fig. 7: Schematic for the signal flow in the SYMB data acquisition electronics.

which sends the signals to the histogramming cards231

for the appropriate mode or modes.232

3. Calibration233

3.1. PMT gains234

All PMTs used needed to be calibrated so that a235

given amount of light would yield the same signal in236

each of them. Final gain calibrations were carried237

out after the PMTs had been glued to the crys-238

tals. The high voltage (HV) of the central crystal239

in each array was used as a reference, while those240

of the outer crystals were adjusted to produce the241

same effective gain as was seen in the central crys-242

tal. Using a 2 GeV positron beam at Test Area243

22 at DESY, a series of measurements was taken at244

different HVs for each of the outer crystals. A Gaus-245

sian filter was applied to the resulting histograms246

and its first derivative was used to find peak posi-247

tions. Fig. 8 shows HV versus ADC signal values for248

a particular outer crystal together with a linear fit.249

Using these fits, HV values were selected for each250

crystal to match the gain of the central one. Since251

the PMTs were never detached from the crystals,252

it was assumed that the initial calibration would253

remain valid over the full OLYMPUS data-taking254

period.255

3.2. Energy calibration and resolution256

Further calibration was required to ensure that257

the two SYMB calorimeters would provide the same258

total signal in response to a lepton beam of the same259

energy. Using the HV settings from Sec. 3.1, each260

detector in turn was placed so that the test beam261

was coaxial with the central crystal while the beam262
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Fig. 8: HV versus ADC channels (black squares)
for crystal #4 in the right sector, and a linear fit
(red line).

energy was varied in the range of 1 to 2 GeV in263

steps of 0.2 GeV.264

Fig. 9 shows a typical ADC spectrum from the265

left-sector detector for a 1 GeV electron beam, to-266

gether with a Gaussian fit. Using the results of267

the fit to each spectrum, a relationship between the268

ADC signal and the beam energy was determined.269

Fig. 10 shows the results for both SYMB detectors,270

together with individual linear fits for electron and271

positron beams.272

The next step was to determine the energy reso-273

lution. The fit to the data points can be parame-274

terized in the following way [15, 16]:275

∆E

E
=

√( a
E

)2
+

(
b√
E

)2

+ c2 + d2 (1)276

where a represents the electronic noise, b is the sta-277

tistical fluctuations in the number of detected pho-278

tons, c parameterizes the electromagnetic shower279

fluctuations on the side boundaries of the crystal280

arrays, and d is the energy spread of the beam. The281

energy spread was constant at 3.2% during the test282

beam, so the given value of d was plugged into the283

fit function. Fig. 11 shows the measured energy res-284

olution ∆E/E of each calorimeter for both electron285

and positron beams. A fit was applied to the data286

points to extract parameters a, b, and c. Table 1287

summarizes the fit results. Shower fluctuations con-288

tributed the most to the overall uncertainty in each289

configuration.290

ADC channel
200 400 600 800 1000 1200 1400 1600 1800
0

500

1000

1500

2000

2500

3000

3500

Fig. 9: Typical ADC spectrum (black) fitted with
a Gaussian function (red).

4. Operation, Performance, and Results291

After calibration, the SYMB detectors were292

moved into the DORIS beam line together with the293

whole OLYMPUS apparatus and HV values were294

set according to the calibration results for optimal295

detection of SYMB coincidence events.296

Fig. 12a is a typical histogram of the SYMB sig-297

nal in Coincidence mode. ADC values are plotted298

for the left sector versus the right sector. A broad299

peak which appears as a red oval in the upper right300

corner represents the coincidence events in which301

each primary lepton travels directly through a col-302

limator’s aperture and deposits most of its energy in303

the crystals. Horizontal and vertical bands appear304

due to one particle partially showering through a305

collimator brick before reaching the crystals while306

there is a direct hit in the opposite sector associ-307

ated with the same scattering event. The bending308

of these bands toward the edges of the plot can be309

explained by the fact that the signal pulse is cut by310

the discriminator’s time gate, consequently decreas-311

ing the output signal. The positions of the bands312

and of the oval depend not only on the gain of the313

ADC card, but also on physical observables such as314

the position of the lepton beam.315

Fig. 12b shows a typical SYMB signal in Mas-316

ter/Slave mode. In addition to the coincidence317

events (now in the left bottom quarter of the fig-318

ure due to a roughly factor-of-two difference in gain319
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Parameter Left Sector, e+ Left Sector, e− Right Sector, e+ Right Sector, e−

a 0.071± 0.029 0.073± 0.028 0.068± 0.007 0.072± 0.029
b 0.056± 0.051 0.050± 0.057 0.070± 0.005 0.056± 0.053
c 0.029± 0.034 0.033± 0.029 0.000± 0.066 0.030± 0.034

Table 1: Summary of the energy resolution fit results for each SYMB detector and each test beam species.
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Fig. 10: Energy calibration for the left and right
detectors at various beam energies (squares) and
fits (lines).

between modes), elastic lepton-proton scattering320

products can be faintly seen as secondary grid lines321

along the top and right edges of the data. At their322

bases, these lines end in more easily visible light-323

blue peaks.324

In SYMB scattering, each product will be325

roughly 1 GeV but, for a lepton-proton scattering to326

produce a particle at 1.29◦, that particle would be327

close to 2 GeV. In Fig. 12b, the eye can distinguish328

two horizontal and two vertical lines, correspond-329

ing roughly to these values of energy deposited in330

either sector. One can imagine a square formed331

where these lines intersect: the bottom-left corner332

of the square is brightly visible as the SYMB co-333

incidence peak, but the other corners are not com-334

pletely vacant, as these are populated by random335

coincidences between particles produced at different336

scattering vertices that arrive at the two calorime-337

ters simultaneously.338

There is a visible effect in Figs. 12a and 12b due339

to differential nonlinearities in the ADC cards. The340

ADC bin widths, in energy, are not all identical, but341

each bin represents one bit in the digitized output.342

Therefore, occasional thin lines (of width one bin)343

may appear horizontally or vertically that contain344

slightly more or fewer counts than the surrounding345

bins. This is a minor effect, handled in the detailed346
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1 1.2 1.4 1.6 1.8 2

E E∆

0.06

0.08

0.1
electron beam
positron beam

Energy (GeV)
1 1.2 1.4 1.6 1.8 2

E E∆

0.06

0.08

0.1
electron beam
positron beam

Fig. 11: Energy resolution of the left and right de-
tectors at various beam energies (squares) and fits
(lines).

analysis, but it can give the images the appearance347

of an aliasing error.348

During the first OLYMPUS run in early 2012,349

measurements from the SYMB calorimeters and350

other luminosity monitors revealed an observed lu-351

minosity that was roughly one-eighth of the ex-352

pected value. That allowed for the identification353

of a significant hydrogen leak in the target, which354

was then repaired. Luminosity measurements sub-355

sequently confirmed an increase up to nominal lev-356

els.357

Fig. 13 demonstrates agreement between two in-358

dependent subsystems designed to determine the359

luminosity at OLYMPUS. The SYMB detectors360

count coincidences to enable a comparison between361

the number of roughly symmetric SYMB events362

within the acceptance region when running with363

an electron beam and that when running with a364

positron beam. Counts are integrated over discrete365

readout periods, whose durations are determined366

by the rate of lepton-proton scatters counted by367

the OLYMPUS spectrometer, but which typically368

last about half a minute. Plotting the number of369

SYMB events counted in one readout period ver-370

sus the integrated luminosity in that same time, as371

determined by the slow control, one sees two linear372

relationships: the upper line corresponds to an elec-373
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Fig. 12: Typical signal of the SYMB in the coincidence mode (a) and right-master left-slave mode (b).

tron beam and the line with a shallower slope cor-374

responds to a positron beam, since the acceptance-375

integrated cross section is higher for Møller events376

than for Bhabha scatters and pair annihilation.377

The data in Fig. 13 covers the last two months of378

data collection. There is some width to the lines,379

and a few readout periods are separated from the380

main pattern. However, since this comparison re-381

lates two independent measurements of the same382

observable, it is encouraging that they bear a clear383

linear relationship. This is the sort of relationship384

one would expect from distinct luminosity measure-385

ments if each of the two approaches yielded accurate386

results.387

Between the first and second data runs, HVs388

were reset to nominal values and four 6 dB atten-389

uators were installed for use in the Master/Slave390

modes. This effectively doubled the dynamic range391

of the histogramming cards and successfully allowed392

for the detection of elastic lepton-proton scattering393

products throughout the remainder of data taking.394

During the second run in late 2012, several beam395

position and beam slope scans were performed as396

tests. In each scan, the DORIS beam’s position or397

slope at the target center was varied along either398

the vertical or the horizontal axis while remaining399

fixed along the other axis. Fig. 14 shows normalized400

count rates for four scans of beam position along the401
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Fig. 13: SYMB counts scale linearly with the lumi-
nosity estimate from an independent subsystem.

horizontal axis. These tests demonstrated the sen-402

sitivity of the SYMB detectors to beam movements403

and enabled the optimization of the beam position404

to maximize SYMB rates.405

5. Simulation406

Detailed Monte Carlo studies have been carried407

out to aid in characterization of the signal, under-408

standing of systematics, and calibration of analysis409
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Fig. 14: Normalized count rate in the SYMB during
several beam scans performed throughout the data
taking.

parameters such as cut placements. These stud-410

ies utilized the OLYMPUS simulation framework,411

which is divided into three sequential steps: event412

generation, particle propagation, and digitization.413

5.1. Event generation and propagation414

Simple event generators that produce final states415

(i.e., pairs of particles) for Møller scattering,416

Bhabha scattering, and pair annihilation have been417

written using tree level cross section formulas. A418

more advanced set of generators, including next-to-419

leading order radiative corrections, is being devel-420

oped and is intended for use in the full OLYMPUS421

analysis (C. Epstein, in preparation). Based on the422

input beam species and energy, a kinematically al-423

lowed result is selected randomly according to a424

sampling distribution that approximates the cross425

section as a function of the scattering angle. The426

generator assigns the appropriate four-momentum427

to each outgoing lepton or photon, and their initial428

position at the event vertex is determined based429

on the spatial density distribution of the simulated430

gaseous hydrogen target cell and beam position in-431

formation that can be artificial or derived from432

monitor readings in the OLYMPUS data stream.433

Each event also receives a numerical weight at gen-434

eration time, accounting for the sampling distri-435

bution as well as the physical cross section of the436

event’s final state, which is used in the final analysis437

to ensure proper statistics.438

Generated particles are propagated through a439

realistic solid model of the OLYMPUS appara-440

tus based on GEANT4 [17]. Detector place-441

ments, based on in situ surveys, are maintained442

in the GDML file format [18]. Typically, a pri-443

mary particle will fly down the beam pipe, bend-444

ing incrementally in the magnetic field, until it445

passes through the collimator and impinges on the446

calorimeter, beginning an electromagnetic shower.447

Every secondary particle in the cascade is tracked448

by GEANT4 so that the distribution of energy de-449

posits from ionization are as accurate as possible,450

with realistic variance. The energy deposit in each451

crystal, such as in Fig. 15a, is the output of the452

propagation step.453

5.2. Digitization454

Simulated events are intended to be analyzed in455

exactly the same way as observed events. This re-456

quires a digitization step, in which data, formatted457

identically to the output of the detector is obtained458

from the energy deposition produced by GEANT4.459

Since PbF2 is a pure Cherenkov calorimeter,460

it would be ideal to use the optical methods of461

GEANT4 to have every charged particle in the462

showers generate cones of light and to use ray trac-463

ing to follow the photons until they either register464

in a photomultiplier tube (PMT) or are lost. A less465

computationally expensive approach has been de-466

rived from [19]. First, for each instance of energy467

loss in GEANT4, an estimate is obtained for the468

number of photoelectrons produced in the PMT due469

to Cherenkov light from the charged particle whose470

energy was lost since its last such loss (Fig. 15b).471

This estimate makes use of a parametrization based472

on data obtained using PbF2 crystals like those in473

the detector.474

Second, a digital ADC signal is determined as a475

linear function of the number of photoelectrons in476

the PMT. The coefficient and scalar offset were ob-477

tained from calibration data. Fig. 15c shows ADC478

signals from Monte Carlo simulation for both the479

left and right detector modules.480

The digitization process accounts for systematic481

effects and statistical fluctuations due to the asso-482

ciated electronics used in the experiment. Finally,483

artificial ADC signals from simulation are recorded484

in ROOT [20] trees with the same structure as the485

raw OLYMPUS data so that both can be analyzed486

in the same way.487

Because of subtle effects from the data acqui-488

sition electronics that manifest in the raw SYMB489

data, it isn’t possible for the simulated results to490

perfectly match the empirical results. However, an491

accurate simulation allows for signal and noise to be492
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Fig. 15: SYMB digitization process, left sector versus right: (a) energy deposition, (b) number of photoelec-
trons produced, and (c) ADC signal for Møller scattering.

distinguished in the data by comparison to a noise-493

free result from Monte Carlo, and using the same494

approach to simulate both the electron beam and495

the positron beam aids in identifying any charge-496

asymmetric effects in the analysis. In order to pro-497

duce a precise relative luminosity measurement, it is498

crucial to prevent significant systematic effects from499

data selection techniques that treat Møller events500

and Bhabha events on unequal footing.501

6. Conclusion502

The design of a luminosity monitoring system,503

consisting of a pair of Cherenkov electromagnetic504

calorimeters, has been presented along with a de-505

tailed explanation of their use as luminosity moni-506

tors in the OLYMPUS experiment. From the data507

obtained using these detectors, integrated rates508

of lepton-lepton scattering events are being deter-509

mined now as a function of time over the full run-510

ning period. Such empirical results can be com-511

pared to theoretical expectations by means of a full512

simulation that accounts for beam dynamics, first-513

order and radiative scattering processes, and the514

geometry of the apparatus. Relative luminosity val-515

ues can thus be obtained with tightly constrained516

systematic variance and high statistics, providing517

an adequate normalization for the OLYMPUS ex-518

periment’s precision measurement of the electron-519

proton to positron-proton elastic scattering cross520

section ratio.521
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