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ABSTRACT: 
 

Silicon photonics (SiPh) achieves ultra-low latency processing and data movement 
and promises qualitative improvement in energy efficiency. We review existing 
SiPh technology, benefits, and remaining challenges. SiPh removes the gap in data 
communication between fiber-optical macro-level connectivity and the present 
electronic digital-based data movement at the system down to the chip level. SiPh 
also rejuvenates optical and electrical analog computing taking advantage of low-
cost mass manufacturing of SiPh chips and their packaging with traditional 
electronic digital components, e.g., an amplitude-based modulation allows for a 
chip that clocks at 10’s of GHz. 
 
Matrix multiplication (MatMul) is the key compute operation in AI inference, 
signal processing, optimal control, numerical modelling, and other matrix-math 
heavy compute workloads. A hybrid electronic/SiPh chip can achieve orders of 
magnitude performance improvement in low precision MatMul, e.g., delivers a 60x 
reduction in latency for full AI inference workloads in our simulation and can be 
mass-manufactured at production-level foundries. Effective 
algorithmic/architecture co-design requires a better understanding of applications 
that can take advantage of reduced latency and benefit from low energy 
consumption. We are open for collaborations with potential customers in need for 
customized chips. 
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