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1.  Course Description and Prerequisites:  This course introduces methods for harnessing data to answer questions of cultural, social, economic, and policy interest. We will start with essential notions of probability and statistics. We will proceed to cover techniques in modern data analysis: regression and econometrics, prediction, design of experiment, randomized control trials (and A/B testing), machine learning, data visualization, analysis of network data, and geographic information systems.  We will illustrate these concepts with applications drawn from real world examples and frontier research. Finally, we will provide instruction in use of the statistical package Stata and opportunities for students to perform self-directed empirical analyses. Students taking the graduate version will complete additional assignments.  No prior preparation in probability and statistics is required, but familiarity with basic algebra and calculus is assumed.   
2.  Requirements:  The course grade will be based on two non-cumulative exams (30% each), approximately six graded problem sets (a total of 18%), and an empirical project (22%).  The first exam will be in class, and the second will be during exam week.  The exams will be closed book unless otherwise indicated.  The problem sets will typically be handed out on Wednesday and due the following Wednesday (with a couple of exceptions to that schedule).  You are expected to complete the problem sets on your own and without consulting old problem set solutions---it will clearly be in your interest to understand all of the material on them. Regular attendance at the recitation is strongly recommended, as the T.A. will discuss problem sets, clarify lecture material, and provide other useful guidance.  

3.  Course Outline:  The number of lectures devoted to each topic is approximate and subject to change.

Introduction and Motivation





1 lecture

Probability








8 lectures


Definitions


Random variables


Distributions of RVs


Functions of RVs


Expectation, variance

Basic estimation and inference





3 lectures


Definitions


Estimators


CLT


Confidence intervals


Hypothesis testing

Randomized controlled trials





2 lectures

Nonparametric estimation






1 lecture

Causality








1 lecture

Regression analysis






4 lectures

Design of experiment






2 lectures

Machine learning







2 lectures

Geographical information systems and data visualization

1 lecture

